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Abstract 
 

The employment of AI in risk management within a project management context has lately received attention as it assists with the predictive 
analytical component and helps make better decisions in this area. However, some potential problems, including ethical issues, technical 
requirements, and socio-technological integration of humans and AI, are not comprehensively studied in the empirical literature. This study 
explores how AI influences risk identification and estimation in project management, issues about AI integration, and the interdependence of AI 
and human factors in risk-driven decision-making. The study employed an exploratory qualitative approach, conducting semi-structured 
interviews with 15 different project managers across the sectors. The findings reveal that AI integration in risk management increased the 
probability of detection, allowing the identification of possible failures at an earlier stage. It also highlights the existing challenges, technical 
barriers, resistance to change, and ethical issues. The study emphasized that human intervention should not be removed from the process of 
decision-making to ensure that both positive and negative consequences are considered. However, for the adoption of AI in risk management, 
there is a need for a strong backend and constant model verification to ensure the predictive models achieve high accuracy and safety. In general, 
the study contributes to the growing literature on AI implementation in risk management and highlights the need to align AI with human 
capabilities, calls for better AI policies, rules, and regulations, and enhances AI innovation and deployment for optimal application of AI in 
managing projects. 
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INTRODUCTION 

 
The application of Artificial Intelligence (AI) in the field of 
project management in general and risk management in 
particular has become increasingly popular in the recent past. 
Advanced tools like ML and predictive analytics have brought 
changes in conventional approaches to project management as 
they facilitate better and more accurate decision-making on 
risks. For example, through predictive analytics, project 
managers are able to see that risks that occurred in the previous 
project are likely to recur by analysing patterns that show that 
failure indicators and failure factors are likely to recur. This 
capability is important, especially in large projects, because of 
the risks involved, which may result in high costs and time 
overruns. It is observed that in the current trend of using AI 
applications in organizations, risk management using AI has 
become more prominent, and several investigations point out 
that AI can greatly help in the reduction of time and efforts 
required for the identification and management of risks [1,2]. 
Furthermore, there is a trend in the number of studies showing 
that increased levels of AI can contribute to better project 
performance. For instance, plans such as predictive models 
depict high levels of accuracy when it comes to the prognosis 
of dangers; this empowers project managers to take preventive 
measures.[2]. The use of big data through the application of AI 
is not only beneficial in improving the level of risk analysis but 
also enables project observation of its activities in real-time, so 
that necessary adjustments can be made on the fly [3,4]. 
Understanding the role and effectiveness of AI risk management 
for organizations is critical as they continue to transition to a 
new climate of an awash world and a complex business setting. 
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However, while the possibilities of AI applications are clear 
and can be regarded as bright for improving risk management 
practices, the available research in this field is still very scarce, 
and there is a limited number of empirical studies that provide 
insight into how exactly AI can affect risk management 
practices. There are several challenges that organizations face 
when implementing and integrating AI technologies, such as a 
lack of measuring tools, ethical issues, and issues around 
replacing human decisions with AI outcomes [5-7]. Therefore, 
the absence of comprehensive studies on project managers’ 
experiences with AI-related risk management complicates the 
understanding of how these technologies can be used. Also, a 
major challenge in the adoption of AI solutions is 
organizational culture, the presence of the necessary technical 
infrastructure, and skills that enable the successful 
implementation of AI solutions [8]. This literature gap, 
therefore, provides the need for further literature review to map 
out the use of AI in risk management in project management 
frameworks. 
 
Based on the presented gaps, the following research questions 
are formed: 
 
RQ01: How do project managers perceive the impact of AI on 
risk identification and risk assessment? 
RQ02: What organizational and technical challenges do they 
face when integrating AI into risk management practices? 
RQ03: How do project managers balance AI outputs with 
traditional human risk assessment? 
 
This study is relevant to the existing literature as it seeks to 
explore the empirical effects of AI on project management risk 
management practices. By paying attention to the context of 
work done primarily by project managers, the proposed 



research will reveal the actual effects of AI implementation for 
furthering theoretical understanding and contributing to 
improvements in the practice of companies and organizations. 
In addition, identifying the barriers to the implementation of 
AI will help those organizations implement strategies that will 
help them overcome these barriers, thus boosting their risk 
management. The areas of applicability of the research cover 
different industries that require project management, which 
helps to expand the overall understanding of the place of AI in 
diverse organizations. 
 
LITERATURE REVIEW 
 
Overview of AI in Project Management 
 
AI has become a key factor in the management of projects, 
which has improved traditional approaches and methods to be 
used in projects. Several theoretical frameworks have been 
proposed to explain the role of AI in this discipline by 
analyzing its capability to enhance organizational decision-
making, offer solutions to the management of routine tasks, 
and address existing risks. For example, Holzmann et al. 
(2022) reported findings derived from a Delphi study that 
identified the expectations of project managers, which entail 
the use of AI to enhance project planning, execution, risk 
assessment, and prognostic outcomes [9]. Holzmann et al. 
(2022). This is in line with Hossain et al.’s account of how AI 
improves the rate of project management by automating 
processes and providing data-driven solutions [10]. In this job, 
machine learning and predictive analytics have been 
established as crucial in enhancing the accomplishments of 
projects. Tominc et al. (2024) think that there is a possibility of 
having a system that monitors projects and sends notifications 
in case it deviates from the planned path, which will allow for 
modification [11]. In addition, various studies show that 
companies adopting AI in project management claim increased 
performance. For instance, Alhasan and Alawadhi (2024) 
explained that utilizing AI systems minimized scheduling 
inaccuracies by 35%, implying shorter and more effective 
timelines that were 20% shorter because of optimal resource 
use and improved risk mitigation [12]. These figures clearly 
point towards the advantages of AI when implemented in 
project management. 
 
However, like any other form of adoption of technology, the 
integration of AI in project management comes with several 
challenges. Sturm et al. (2021) have discussed the criteria for 
selecting the problems to solve, for which they proposed to 
focus on searching for certain areas where AI may be valuable 
[13]. This raises the timely and important question of the level 
of AI adoption within organizations and the need to take a 
measured approach. Moreover, Hashfi and Raharjo (2023) 
noted that while AI can help to make decisions, there are some 
ethical issues involved, and people must ensure the right 
balance between determining their decisions and using results 
provided by AI [14]. Thus, managers are always faced with the 
dilemma of using AI in their projects. The theoretical stance 
towards AI in project management is advanced by the existing 
studies on the extent to which SMEs and large enterprises are 
supported by AI. Tominc et al. (2024) identified significant 
differences, meaning that by establishing increased resources 
and supportive infrastructure, larger organizations are more 
inclined to implement advanced AI tools. [11]. This leads to 
another set of questions regarding the AI technologies 

available for SMEs and the impact that they will have on 
project management in a mixed organizational environment. 
Overall, using AI for project management analysis has its 
advantages and disadvantages. The utilization of AI in 
increasing productivity and improving decisions, while 
pointing out that AI applications should be well-conceived and 
must consider the principles of ethical use of the technology. 
Thus, further research should be performed to investigate how 
organizations of varying industries and sizes experience and 
adapt to AI and its effects on project management in the future. 
 
Previous Studies 
 
There are several research gaps that have been identified in the 
integration of Artificial Intelligence (AI) in project 
management, even though it has received a lot of focus in 
recent years. One of the major gaps is the lack of primary 
empirical evidence and standard assessment tools. There is a 
vast literature that has reviewed and discussed the theoretical 
advantages that arise through the use of AI, including 
increased efficiency and three times better decisions than those 
made by human beings. However, there is a shortage of 
empirical research studies that can definitively quantify these 
in project management settings. For example, Hossain et al. 
(2024) explained AI usage in project management through a 
substantial literature review; however, most research findings 
stem from questionnaires and interviews. This creates a 
problem for practitioners when choosing how to adopt and 
implement AI [10]. 
 
In addition, there is a lack of coverage of the organizational 
and human aspects of AI adoption in the literature. Raisch and 
Krakowski (2021) note that the automation-augmentation 
concept points out that AI is the actor in the organization, not 
just a tool [15]. This perspective has called for more studies 
that investigate organizational culture, employees’ 
preparedness, and managers' perceptions towards AI 
integration. Also, the integration of AI systems with human 
skills has not been adequately explored, and only a few papers 
explore how project managers can incorporate AI-derived 
information and use their personal experience and knowledge. 
Another gap is the limited research on practical issues of AI 
integration and potential ethical issues in project management. 
Concerns like data protection and explaining AI decision-
making also pose significant risks for organizations that want 
to use AI properly. In line with this sentiment, Bankins and 
Formosa (2023) describe the importance and significance of 
ethics in artificial intelligence, hence how ethical frameworks 
can assist in the decision-making process of AI. Nevertheless, 
studies examining these ethical issues or features within the 
project management field are limited, creating a research gap 
that needs to be filled [16]. 
 
Further, comparative studies of the outputs generated by AI 
and human experts’ respective assessments are scarce. Studies 
are needed to compare AI-based results with conventional 
human assessments, although AI output is skilled in 
forecasting and risk analysis. For instance, Alhasan and 
Alawadhi (2024) used both quantitative and qualitative 
methods to compare whether an AI was used or not in the 
projects to establish the difference in the results of the projects. 
However, more extensive empirical comparisons are required 
to find out the circumstances that suggest that AI may be 
superior to or inferior to human judgment [12]. The results 
presented by Čančer et al. (2023) contribute to the 
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understanding of the topic and confirm the need for more 
studies. They performed a multi-dimensional evaluation of AI 
assistance in project management and cited the shortcomings 
of the research in addressing the other aspects of AI adoption 
[17]. The systematic literature review of Taboada et al. (2023) 
revealed that AI is used in project management progressively 
and urged to direct more studies toward the sectoral contexts’ 
issues.[18]. In general, AI has great potential to enhance 
project management’s efficiency and decision-making 
processes, but writing a literature review to explore this topic 
has highlighted certain significant research deficits to consider. 
The absence of collected primary data, few qualitative findings 
referring to the organizational and human aspects, and the 
absence of comparative data of the AI results with those earned 
during the human evaluation point to the challenges of using 
AI in project management. More secondary research is needed 
to develop a framework for standard measures, set ethical 
concerns, and conduct solid empirical research to increase 
knowledge about AI system applications in project 
management. 
 
Theoretical Frameworks 
 
The use of Artificial Intelligence in risk management within 
project management draws the need for a good theoretical 
framework that can explain the decision-making process and 
risk assessment models. This study uses decision-making 
theories and risk evaluation models in the context of advanced 
risk management with the support of AI. Also, it highlights the 
Info-gap decision theory, which is relevant when approaching 
projects and addressing uncertainty. 
 
Decision-making theories and risk assessment models: Risk 
management theories provide information on how decisions 
are made by the project managers, given the risks involved as 
well as the various possible choices available. Two theoretical 
frameworks relevant in this respect include the Prospect 
Theory and Bounded Rationality Theory. Accordingly, the 
Theory of Prospect, as developed by Kahneman and Tversky, 
states that people respond in an inclined manner about risks of 
loss at one time and the likelihood of gain at another; they act 
rather prudently when it comes to gains and less so when it 
comes to loss [19]. Firstly, in the field of project risk 
management, cognitive bias can be minimized through the 
assistance of AI, which allows for data-driven decisions as 
opposed to decisions based on human perception.[20]. Data 
mining and machine learning can help in analyzing the data 
collected in the past to detect risk factors that are likely to 
affect rational and well-thought-out decisions in the 
organization.[21]. 
 
According to the Bounded Rationality Theory by Herbert 
Simon, people involved in the decision-making process are 
bound by characteristics of limited information, limited 
cognitive ability, and limited time.[22]. This theory is most 
appropriate in large-scale projects, where the manager may 
find it cumbersome to decipher large chunks of information on 
risks. Its ability to analyze large data sets, identify concealed 
relationships between risks, and present the best course of 
action is remarkable.[23]. Thus, risk management using AI 
mitigates cognitive differences in decision-making, 
augmenting the efficiency and effectiveness of high-risk 
decisions [24]. Risk assessment models are one of the 
significant parts of project management, apart from decision-
making theories. FMEA and Monte Carlo Simulation are two 

of the most used tools. FMEA is a risk assessment tool that 
identifies prospective points of failure in a project, with a focus 
on the severity and likelihood of these failures [21]. AI 
improves FMEA through the automation of both failure 
identification and maintenance activities, which contributes to 
its effectiveness [20]. Likewise, Monte Carlo Simulation uses 
probability distributions to predict different risk outcomes, and 
Big Data can modify probability parameters using live project 
info [23].  
 
Info-gap decision theory in project uncertainty: Risk is an 
inherent part of project management, and under such 
conditions, Info-gap Decision Theory (IGDT) would fit 
appropriately. IGDT origin was established by Ben-Haim, and 
it is a method that is designed to cater for decision-making 
under conditions of high risk where the likelihood of risk 
occurrence is either unknown or unreliable, as aptly described 
by Weiser and Krogh (2023)[21]. While Probabilistic models 
are less effective in situations with incomplete information 
about the characteristics that define a decision, IGDT puts 
more emphasis on robustness. IGDT in AI-integrated risk 
management offers a strong context. IGDT can be used in an 
AI system to assess the worst-case situation and to develop 
better approaches to overcome it. For instance, in construction 
or IT projects with potential risks that are likely to affect and 
alter the progress plan and schedule, the AI models trained 
with IGDT help the manager develop a backup plan in case of 
any eventuality [21]. The integration of IGDT with AI allows 
organizations to design preventive and protective mechanisms 
against unfavorable disruptions. Decision-making and risk 
assessment theoretical frameworks also support the importance 
of AI in improving project risk. The combination of Prospect 
Theory, Bounded Rationality, and risk assessment frameworks 
with AI fosters more objective, data-driven decision-making. 
IGDT also provides step-by-step guidance for addressing deep 
uncertainties in projects that enhance the ability of AI to 
provide sound risk management solutions. Thus, further 
developments in AI are expected to revolutionize the processes 
that underpin those theoretical approaches to risk 
identification, evaluation, and management in projects. 
 
METHOD AND INSTRUMENTS 
 
This study adopts an exploratory research method using 
interviews with experts with previous experience using AI in 
risk management in project management. In this study, 
interpretivism forms the epistemological ground since it holds 
that knowledge is constructed via individuals, and reality is the 
construction of human beings [25]. This perspective supports 
the goal of the study to provide an understanding of project 
managers’ subjective experiences, attitudes, and difficulties 
regarding the application of AI to risk management. In 
addition, the selection of qualitative research is useful in this 
study as it allows for an examination of the contexts and 
various factors that are peripheral to the integration of AI in 
project risk management [26]. While quantitative research 
focuses on creating hypotheses and models that can be applied 
to various settings, qualitative research allows for 
understanding the processes and changes that take place in 
relation to AI in project management systems [27]. The use of 
exploratory research to identify new trends, threats, and new 
additions to organizational structures, which this kind of 
research allows without the restriction of variables derived 
from previous studies [28]. The use of both semi-structured 
interviews and focus groups is a methodology that incorporates 

9979                                         International Journal of Science Academic Research, Vol. 06, Issue 05, pp.9977-9984, May, 2025 



the a
being
amon
 
Sam
 
The 
mana
poten
techn
with 
[30].
 
1. R

e
m

2. D
c

3. D
(c
p

 
Thou
parti
resea
them
colle
the s
 
Data
 
Data
with 
to-fa
organ
them
organ
adva
allow
them
recor
disto
 
Data
 
The 
Clark
form
defin
The 
the r
AI’s 
appro
 
Valid
 
The 
study
prese
of in
and c
subth
chec
deep
withi

9980

advantage of f
g able to div
ng the particip

mpling Strateg

study employ
agers and risk
ntially using 
nique is appro

first-hand kn
. The selection

Requires at 
experience to
management. 
Direct engagem
capture adequa
Diverse partic
construction, 

possible of AI.

ugh the choic
cipants from 
arch targets d

matic saturation
ection does no
sample size ad

a collection m

a collection inv
the participan

ace interview
nized pattern 

m to speak a
nizations cop

antage of using
w for gaining

mes. Every in
rdings are the

ortion of the pa

a analysis 

study adopt
ke’s six phas

ming initial co
ning further t
constant com

responses acro
role and imp

oach would h

dity and relia

study uses va
y findings. 
enting researc
nterpretations;
coding decisio
hemes; and 
king of data s

per analysis o
in project man

0                           

forming set qu
verge into ne
pants [29]. 

gy 

ys purposive 
k managers fro

AI in risk 
opriate since 
nowledge of 
n criteria inclu

least five y
o avoid a la

ment in the A
ate insights int
cipants from 
IT, finance) in
. 

ce of the sam
the quantitat

density rather 
n, which desc
ot generate ne
dequacy. 

methods 

volves conduc
nts either thro

w. Semi-stru
for interview

about their 
pe with AI 
g open-ended 
g deeper insi
nterview cond
ereafter trans
articipants’ ac

ts thematic a
ses of analysi
odes, identify
themes with 

mparative meth
oss industries 
portance in va
elp me gain a 

ability measu

arious factors t
Member che

ch findings to
 audit trail, w
ons as well as
lastly, triang

sources [30]. 
f the applicat
nagement. 

              Interna

uestions while
ew topics tha

sampling to 
om industries 

managemen
it creates a po
risk managem
ude: 

years of pro
ack of sensi

AI risk manag
to the matter. 
different se

n order to get 

mple may se
tive perspectiv

than extensio
cribes a point b
ew themes or 

cting semi-str
ough a telecon
uctured inter
wing the parti
experiences, 

risk manag
questions is t
ghts and ide
ducted is aud
cribed word 
ccounts. 

analysis base
is: getting to
ing themes, r
more precisio
hod enables t
and experien
arious industr
broad unders

ures 

to enhance th
ecking, whic
o the participa
which docume

 the developm
gulation, whi
These method
tion of AI in

tional Journal of

e at the same 
at might com

obtain 15 pr
currently usin

nt. This samp
ool of particip

ment involvin

oject manage
itivity about 

gement proce

ctors of bus
as big a pictu

eem limited t
ve, the qualit
on. The notio
beyond which
codes, determ

ructured interv
nference or a 
rviews offer
icipants, but a
issues, and 

gement [27]. 
that such ques
ntifying eme
diotaped, and
by word to a

ed on Braun 
 know your 
reviewing the
on, and repor
the compariso

nce levels to re
ries [28, 29]. 
tanding of AI

e credibility o
h is the ac
ants for valid
nts data colle

ment of theme
ich is the c
ds involve a m
 risk manage

f Science Academ

time 
me up 

roject 
ng or 

mpling 
pants 

ng AI 

ement 
risk 

ess to 

siness 
ure as 

to 15 
tative 
on of 
h data 
mines 

views 
face-

r an 
allow 
how 
The 

stions 
rgent 
d the 
avoid 

and 
data, 

emes, 
rting. 
on of 
eveal 
This 

I. 

of the 
ct of 
dation 
ection 
s and 

cross-
much 
ement 

RES
 
The
 
The 
from
men
men
issue
10 a
Revi
work
conc
tech
impl
infra
pres
with
 

 

 
The 
asso
belo
inter
iden
subc
focu
syste
tech
barri
dend
that 
be in
 

mic Research, Vo

SULTS 

mes Extracti

bar graph pre
m each of th
ntioned topic w
ntions. Next a
es related to t
and 9 mention
iewing the co
king together
cerns about 

hnical infrastru
lying that per
astructure is 
ented with th

h people. 

cluster dendr
ociations betw
ong to the gr
rrelated con

ntification due
categories of 
us on fairness 
em. Relation

hnical requirem
iers depend
drogram also 
ethical, techn

ntegrated optim

Figu

ol. 06, Issue 05, p

ion 

esented in Fig
he themes e
was the identi
are the roles 
the adoption a
ns, respective
oncepts of hu
r (7 times) 
using AI wh

ucture needs h
rhaps there is 
a constraint. 

he problems o

Figure 1. Ext

rogram presen
ween various 
roups shown 
ncepts are 
e to their ass
ethical issues
and dependen

ns between im
ments are in

d on organ
supports thes

nical, and colla
mally to enha

ure 2. Cluster o

pp.9977-9984, M

gure 01 indica
extracted; the
ification of ri
of AI in de

and implemen
ely, indicating
uman and art
and ethics (
hen making 
have been me
growth in AI
A strong em

of its applicati

racted Themes

nted in Figure
themes wher
in the figur
decision-ma

sociation with
s are also defi
nce on collabo
mplementatio

ntermingled, w
nizational pr
se relationshi
aborative dim

ance project ris

 

of Extracted Th

May, 2025 

ates the freque
e most frequ
sks by AI, wi
cision-making
ntation of AI,
g their import
tificial intellig
6 times) rev
decisions. L
ntioned five t
I adoption, bu
mphasis on A
ion and intera

s 

e 02 helps to d
e similar con
re. The two 
aking and 
h AI. Two re
ined, includin
oration with th

on difficulties
which proves
reparedness. 
ps, which ind

mensions of AI
sk manageme

hemes 

encies 
uently 
ith 12 
g and 
, with 
tance. 
gence 

vealed 
Lastly, 
times, 
ut the 
AI is 
action 

 

depict 
ncepts 

most 
risk 

elated 
ng the 
he AI 
s and 
s that 

The 
dicate 
I must 
nt. 

 



The 
analy
films
proje
frequ
AI in
Othe
and 
decis
point
conti
bar g
 

 
Them
 
Risk
as it 
and r
some
notic
ident
predi
furth
now,
Parti
there
budg
 
Addi
using
in a 
not p
Parti
ident
mana
huge
neve
ident
thoug
come
preci
appra
that 
patte
 
Them
 
Impl
chall
and 
hindr
incor

9981

word cloud i
ysis by displa
s. Big fonts 
ect, and ma
uently used. T
n assessing a
er words inclu
‘Ethics’; topi

sion-making p
ts marked as 
inued integrat
graph by ident

Figure 3

me 01: AI in 

k management
ascertains and
risks through 
e kind of an
ceable that 
tification at 
ictive models

her noted that
, machine le
icipant 8 state
e are trends 
get, which has

itionally, Part
g AI, we redu
project.’ For 
possible to sc
icipant 6 also 
tify minute re
agement to a
e.” Participant
er thought of, 
tification with
ghts in the f
es to the ide
ision that is u
aisals only." I
AI allows the

erns so that the

me 02: Challe

lementing AI
lenges, includ
ethical issue

rance was the
rporate AI 

                           

in Figure 03 s
aying the mo
depict the w

anagement, a
This implies t
and addressing
ude ‘Decision 
ics regarding 
process are al
“Infrastructur

tion issues. Th
tifying the key

3. Top 100 wor

Risk Identifi

t in project m
d prevents risk
the implemen
alytics. Partic
AI has enh
an early sta

s of previous 
t ‘Much as w
earning show
ed, “We have 
that pose ris

s helped preve

ticipant 11 sa
ce the chance
example, it fo
chedule an o
explained, “M

elationships in
avoid possibl
t 13 stated, “
therefore enh

hin the model
following wor
entification o
usually not ty
In general, th
e project man
ey can address

enges in AI In

I in risk ma
ding technica
es. According
e deficiency of
into operatio

              Internat

shows an ove
ost used word
words AI, ri
among other 
that there is m
g risks within
making,’ ‘Au
AI and its 

so captured in
re” and “Ado
his word cloud
y themes. 

 

rds in extracted

ication 

management is
ks by learning
ntation of mac
cipant 1 said
hanced the 
age through 
project failur

we used to gue
s true outcom
an AI system

sks in our pr
ent cost overru

aid, ‘Through 
s of coming a
ound out in a

operation at th
More so, AI an
n project facto
le issues bef
They pointed

hancing the ef
l.” Participant
rds: “AI is im
of risks.” It 
ypical with hu
he participant 
nager to notice
s them adequa

ntegration 

anagement is
al issues, cha
g to Particip
f knowledge o
ons. Significa

tional Journal of

erview of them
ds across the
isk, identifica

words that
much emphas
n project cont
utomation,’ ‘Tr

application in
n the list. The
ption” sugges
d complement

d themes 

s facilitated b
g from past fai
chine learning

d, “It is, how
chances of 
such feature

res.” Participa
ess previous r
mes. Specific

m that informs 
roject in term
uns.” 

risk identific
across extra hi
advance that it
he specified 
nalytics are ab
ors, hence enab
fore they bec
d out risks tha
ffectiveness of
t 3 summed u
mperative wh
offers a leve

uman perform
responses ind
e the repeated
ately. 

s not withou
ange managem
pant 2, the 
on how to pro
ant training 

f Science Academ

matic 
e two 
ation, 
t are 
is on 
texts. 
rust,’ 
n the 
e two 
st the 
ts the 

 

by AI 
ilures 
g and 

wever, 
risk 

es as 
ant 5 
risks, 
cally, 
us if 

ms of 

cation 
tches 
t was 
time. 

ble to 
abling 
come 
at we 
f risk 

up his 
hen it 
el of 

mance 
dicate 
d risk 

ut its 
ment, 
main 
perly 
was 

requ
tech
why
intel
inve
the 
good
orde
said
supp
conv
supp
impl
stren
able
syste
raise
AI 
pred
Parti
unhe
fram
 
The
 
AI s
harm
man
“Wh
impo
said
deci
Parti
its r
eval
posi
is da
chan
of a
Furt
anal
Parti
anal
resu
my o
cann
final
 
The
 
AI-a
conc
acco
said
preju
is n
trans
by I
Parti
that 
of su
risk 
 
Mor
desig

mic Research, Vo

uired for the 
hniques. Partic
y many organ
lligence.” Th
estment, which
system. More
d data.” Ther
er to avoid err
, “Some of the
port from hig
ventional risk
ported ones.” 
lies that the or
ngthened.’ Th
 to better imp
ems. Participa
ed for discuss
decision-mak

dictions of 
icipant 14 n
elpful when 

meworks.” 

me 03: AI-H

should not re
mony with hu
nagement, to 
hile AI is use
ortant to use 
, “The outpu
sion is alw
icipant 8 said,
recommendati
uating AI’s 

ition in detail, 
ata-driven but
nge, the reason
artificial intel
thermore, Part
ysis, while the
icipant 9 put
yze all data 

ult with our te
opinion, AI sh
not interfere w
l call should a

me 04: Ethic

assisted decis
cern in sce
ountability in 
, “This is be
udiced by the
ecessary that 
sparent.” In t
T, it is challen
icipant 10 als
has been enh
uch a strategy
assessment? 

reover, Partici
gns for risk 

ol. 06, Issue 05, p

team to mak
cipant 9 said, “
nizations shy 
he costs also
h poses a maj
eover, Partici
refore, full an
rors in risk as
e challenges w
gher authorit
k manageme
Participant 7

rganization’s 
he major obst
plement AI fo
ant 10 said, “T
sion was the i
king. “Who 
artificial int
oted, “The l
it comes to 

uman Collab

eplace human
uman beings, 
balance decis
eful for getti
our experien

ut of the mo
ways made a

, “On the one 
ions, but hum
suggestions f
 participant 6 
, at the same t
n why it is cru
lligence as w
ticipant 11 me
e human elem
t it by saying
we compile, 

eam experienc
hould mainly 
with the outc
always involve

cal Considera

ion-making h
narios such 
the aspects of
ecause the al

e input data fe
the AI deci

the absence o
nging to rely o
so pointed ou
hanced.’ Who 
y become dis

ipant 12 note
management

pp.9977-9984, Ma

ke better use
“Lack of finan
away from in
o include in
jor challenge 
ipant 4 said, 
nd unbiased d
ssessments. A
we encountere
ties who are 
ent technique

7 also noted th
technical foun
acle that we 

or risk manag
The first of th
issue of ethic

bears the 
telligence ar
lack of set A
establishing 

boration 

n expertise bu
 especially in
sions made. P
ing informatio
ces and feelin

odel is the ri
after a hum
hand, AI brin

man interven
for the projec
pointed out, “

time, should a
ucial to approa
well as invol
entioned, “AI

ment refines th
g, ‘Yes, we 
but we norm

ce.’ Participan
be an accom

come of cruci
e human reaso

ations 

has become a
as bias, t

f risk managem
lgorithms use

ed into it.” Par
sion-making 
f detailed inf
on risk evalua

ut, ‘Accountab
is to blame if

sastrous due t

ed, “Some of 
t, but are un

May, 2025 

e of AI tools
nce is a key re
ntegrating arti
nitial high c

to the adopti
“AI systems 

data is essent
Also, Participa
ed include a la

inclined tow
es over the
hat ‘AI integr
ndations need 
faced in not 
ement was ou
he issues that 
al considerati
blame when

re off?” Fin
AI models is
uniformity in

ut should wo
n the case of
Participant 5 
on, it is still 
ngs.” Particip
sk rating, bu

man intervent
ngs effectiven
ntion is cruci
ct. Discussin
“Risk manage

also be adaptab
ach it with the
lve profession
I allows quick
he risk assessm

use AI mode
mally compar
nt 2 then said

mpaniment so t
ial decisions.”
oning.” 

an issue of e
transparency, 
ment. Particip
ed in Rio ca
rticipant 7 sai
process shou

formation pro
ations based o
bility is some
f the consequ
to an error in

them are eff
nethical in a 

s and 
eason 
ificial 
apital 
ion of 

need 
tial in 
ant 12 
ack of 
wards 
 AI-
ration 
to be 
being 
ur old 

were 
ion in 
n the 
nally, 
s still 
n PM 

ork in 
f risk 
said, 
very 

pant 3 
ut the 
tion.” 
ess in 
ial in 
g the 
ement 
ble to 
e help 
nals.” 
k data 
ment.” 
els to 
re the 
d, “In 
that it 
” The 

thical 
and 

pant 1 
an be 
id, “It 

uld be 
vided 

on AI. 
ething 
uences 
n AI’s 

ficient 
way 



because they are unfair.” Moreover, Participant 4 mentioned, 
“There should be regulation measures put in place to enhance 
the proper use of AI and also its non-use in prejudiced ways.” 
Participant 14 suggested, “It would be useful for AI systems to 
be checked regularly for ethical compliance to ensure trust.” 
Finally, the last sentiment that was expressed by Participant 5 
is as follows: ‘The use of AI in risk management should be 
coordinated with automation, but also with control over it 
being maintained by a human being. 
 
Theme 05: AI in Decision Making 
 
AI is effective in working with big data since it helps in 
making better risk analysis and risk management decisions. As 
Participant 3 pointed out, “That is why decision-making is 
made easier through AI since multiple risks are considered at 
once.” Participant 6 described, “We were able to decide on risk 
and its mitigation, and this aspect has significantly dampened 
human interference, leading to the much-enhanced project 
outcome.” Participant 11 said, “It also highlighted that through 
the help of AI, decision-making is made in real-time, thereby 
keeping projects on track. Participant 9 stated, “Some of the 
benefits of the proposed AI model were the ability to identify 
otherwise unseen financial risks, which helped prevent losses.” 
According to Participant 13, AI always adapts and evolves as it 
improves the risk assessment models that it utilizes. Participant 
8 also contributed by stating that with AI, one is able to 
prevent jeopardy before it starts. Participant 2 summed up their 
thoughts and said, “AI offers us more profound insights; 
human intelligence makes sure the extracted insights are 
feasible for implementation.” 
 
Theme 06: Technical Infrastructure Needs 
 
Successful integration of AI in risk management depends on 
sufficiently strong IA processing and linking between systems. 
For example, Participant 4 said, ‘As far as the experience of 
working with organizations is concerned, many of them cannot 
introduce necessary IT support for using AI-driven risk 
management tools.’ Participant 7 pointed out that “there was a 
need to integrate better data storage systems to cater for the 
humongous information that AI conducts.” Moreover, 
Participant 10 also postulated that “AI’s usefulness lies in 
access to real-time data.” It indicated that its predictions 
became less accurate until its components were integrated. 
Additionally, Participant 12 stated that “there is limited 
compatibility and integration of AI tools with project 
management software.” Moreover, Participant 1 said, “It is 
important that AI implementation must secure data contained 
in the project.” Participant 14 further opined that cloud-based 
AI solutions have cut constraints on infrastructure, but the 
latter demand constant updates. Lastly, Participant 5 summed 
up by stating, “In my final thoughts, technical availability is 
crucial.” Thus, it can be concluded that continued advancement 
of AI technologies is unattainable without proper supporting IT 
infrastructure. 
 
DISCUSSION 
 
This study explains the use of AI in project risk management 
and formulates objectives and research questions relevant to 
the current market environment. It discusses how AI is used to 
identify, assess, and manage risks, which is relevant to the 
present-day context of project management and the integration 
of AI technologies [31]. The participants were recruited via 

purposeful sampling and reached thematic saturation with 15 
participants. However, increasing the number of participants 
would increase the variation and generalizability of the 
findings across industries [32]. In addition, the study used 
thematic analysis,identifying patterns in participant responses, 
but integrating other methods, for instance, sentiment analysis 
or AI text analytics, might provide a more detailed insight into 
managerial thinking about AI implementation [33]. The results 
support the previous work that also points to the potential for 
AI to improve risk detection. Respondents suggested that AI 
models provide forecasts on possible project failures, as 
observed by Friðgeirsson et al. (2023), where the use of AI 
was found to bring increased effectiveness on early risk 
assessment in project management environments [32]. The 
study also strengthens the assertion made by Nahar et al. 
(2024) about the advancement of AI in decision-making and 
eradicating the possibility of wrong scheduling, which 
enhances the integration of AI in project management practices 
[31]. 
 
In contrast, the study’s result differs from the view of Balbaa 
and Abdurashidova (2024), who argue that ethical issues and 
challenges of transparency are fundamental impediments to the 
implementation of AI. Although participants pointed to these 
ethical issues, the study could further explore the consequences 
of bias in AI risk assessment and decision-making 
responsibility [34]. The debate on AI and human interaction 
can be connected with Raisch and Krakowski’s view (2021) 
that AI can complement, but not replace, human discretion. 
While the study succeeds in establishing this balance, it could 
examine other cases where AI decisions were different from 
human judgment and provide valuable information about the 
human-AI interaction [15]. 
 
Furthermore, categorizing infrastructure and technical 
constraints as meaningful barriers for strong data support for 
AI approaches. However, there is no detailed review of AI 
model validation techniques, which Steyvers & Kumar (2023) 
identified as crucial when using AI in risk management 
contexts. As a result of the skill gap, organizations have to 
sponsor structured training programs that would help improve 
AI literacy and data sense-making and promote human-
artificial interaction[33]. The research shows that top project 
managers struggle to integrate AI into their projects due to a 
lack of proper knowledge of IT solutions. Additionally, the 
success of AI can only be achieved with an appropriate 
equalizer integrated into the system to complement human 
skills. In order to do this, project managers’ knowledge should 
expand toward AI fundamentals, which include machine 
learning, predictive analytics, and AI-based decision-making 
systems. It also addresses some issues related to risks with AI, 
the proper use of AI, eliminating biases in artificial 
intelligence, and practical scenarios and cases [31]. These 
programs will provide the participants with knowledge of how 
to evaluate and validate such AI risk assessments, as well as 
consider measures to address the lack of transparency and 
responsibility and how to avoid bias in AI decisions. Such 
integrated programs shall enhance the application of such 
programs within professional certification training in order to 
maximize the use of AI with corresponding control over risk 
assessments [16]. In addition, the study emphasized theneed 
for an effective AI governance structure, decision-making 
structures with human and artificial intelligence, promoting 
human-machine interaction, and the moral use of AI. It 
underlines the significance of human checking on the risk 
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assessments made by AI tools, integrating them with 
managerial hunches, exercising customized AI skepticism, and 
identifying and distinguishing between responsibility, 
intelligibility, and bias prevention in the work of AI risk 
management applications. Thus, by following these research 
directions, scholars can advance AI implementation knowledge 
about how AI must not merely optimize risk management but 
also integrate ethical concerns [16]. In general, the study 
stresses the need for further research on AI performance 
measurement and future studies providing a framework for AI 
metrics comparison and the investigation of the effect of AI on 
organizations over time. It also suggests the exploration of AI 
applications across industries, the problem of AI model 
interpretability, and the influence of AI on reducing bias. 
These areas will assist in determining the effectiveness of AI in 
managing risks, comparing the risks identified and evaluated 
by AI and human beings, and exploring some of the ethical 
issues of using AI in making decisions. However, the 
generalisability of this study is limited by the overreliance on 
qualitative data collection techniques that involved the 
administration of semi-structured interviews. A quantitative 
study of AI risk management effectiveness in the company, 
appended with a survey, might strengthen the research 
findings. 
 
CONCLUSION 
 
This study explored the application of AI in risk management 
in project management, focusing on the benefits it affords to 
the process. The study findings showed that AI has predictive 
power, but there are some threats, such as integration issues, 
ethical questions, and the need for human supervision. The 
research stressed that while AI is a useful tool, it should not 
replace human decision-making by providing its structured 
approach. Addressing the existing gap through training 
interventions and increasing the use of standard measures for 
AI assessment will aid in promoting its use. Further research 
should be conducted on enhancing AI validation models, 
eradicating bias, and investigating multidisciplinary AI 
programs. In essence, this study establishes that risk 
management in collaboration with AI must consider 
technological, ethical, and organizational conditions to provide 
the best results. 
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